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Abstract of the contribution: A discussion on the differences between RRC_INACTIVE and UP Optimisations and they overall impact on the system.
1.
Discussion
1.1 
Introduction
SA2, along with other 3GPP working groups have been discussing which frequent small data solution to use for CIoT in 5GS.

TR 23.724 contains several potential solutions, with the main contenders being 5GS UP CIoT Optimisation (as used in EPS) based solution (e.g. solution 19) or an RRC_INACTIVE based solution (e.g. all or parts of solutions 24, 26, 38 and proposals in other working groups).
In this contribution we examine the advantages and disadvantages of the classes of solutions and form conclusions based on those comparisons.

There are several pillars what make up CIoT system, including:

-
UE Power Consumption

-
UE Complexity

1.2 
Power consumption
1.2.1
Latency Overview
There are two sources of latency that should be taken into account when sending messages to a UE:

-
Initial latency, caused by the time to move the UE into RRC_CONNECTED, and
-
Transmission time for the MO and/or MT communication on the air interface.
RRC_INACTIVE and 5GS UP CIoT Optimisations both aim to save UE power by suspending a connection in RAN and when the connection is resumed the resources (e.g. DRBs etc.) are resumed, without the costly and time consuming signalling associated with re-creating them. However the major difference between the 2 features is whether the CN knows the latency required for UE reachability.

In RRC_INACTIVE the UE is always considered reachable by the CN, and if the UE is not in RRC_CONNECTED at the time the CN wishes to initiate some signalling or data transfer, this appears as unexpected latency, jitter on the first MT communication compared with subsequent communication.
While this latency is short this can easily be hidden from the CN and/or application, and any timers associated with actions triggered by the CN (whether that is signalling or application level messaging) should not need adjustment.
One of the main targets of all the CIoT optimisations in 3GPP is to have much lower UE power consumption, and therefore longer battery life and one main way this can be achieved is to reduce the amount of time the UE is listening for MT communication from the network. Decreasing the amount of time the UE is listening for MT communication naturally increases the time before any MT communication can be delivered to the UE, as the intervals between receiving MT communication increase, and therefore the previously mentioned initial latency increases as well.

If this is only a small increase, then it could be absorbed by whichever procedure triggered the MT communication.

However, to achieve much longer battery life features such as eDRX are used, and eDRX allows, depending upon the RAT, upto ~43 minutes or ~3 hours delay before the initial MT communication can reach the UE. Clearly an initial jitter of this order is undesirable, as timeouts on any procedures would need to take this into account. This cannot be hidden from the CN or the applications.
Once a UE is in RRC_CONNECTED, then the latency seen by applications or signalling will be a result of transmission time over the air interface, combined with the processing time on the UE. Typically, unless the UE is being asked to perform a complex operation by the application, the processing time on the UE will be low. If the UE is not in RRC_CONNECTED, the transmission time will be in addition to any initial latency, as once the UE has entered RRC_CONNECTED the MT message will need to be send to the UE. 
The transmission time to the UE (and any response) will depend upon factors such as the DRX cycle in RRC_CONNECTED, availability of resources on the air interface, number of repetitions required to communicate with the UE, along with other messages queued for the UE and their transmission time, taking into account similar requirements. These alone can add measurable delays, which should also be taken into account for any timeouts in requested operations. 
In addition RAN may need to retransmit the signalling message, using one or both of the retransmission mechanisms available (HARQ and RLC) to it, which can also add to the transmission time.
1.2.2 
NAS Timers
The smallest NAS retransmission specified in 5GS for Rel-15 timer is 6s and it is associated with mobility management procedures at the AMF. For a UE in 5GMM-CONNECTED mode, extending the DRX cycle beyond 6s without extending NAS retransmission timers will lead to an increase in NAS message retransmissions. 

It was based on the increase in transmissions times in RAN that additional time, either 240 seconds or 180 seconds, depending upon the procedure, was added to the NAS timers in NB-IoT (see TS 24.301 clause 4.7). A similar principle is also used applied to eMTC UEs, see TS 24.301, clause 4.8. As feedback from CT1 LS, this is not motivated by connected eDRX, but the transmission time introduced above.
The procedures which operate with extended NAS timers are initiated when the CN believes that there is no initial latency will occur, as can be seen by the difference between 240 seconds (the additional NAS time) and ~3 hours (maximum eDRX).
If the network understands the UE to be in 5GMM_CONNECTED, then these NAS timers would need to be further extended to take the required for power saving maximum eDRX cycles into account for the additional latency, or alternative solutions are required. This will have a large impact the system and the current solution in the TR does not touch this area.
Long eDRX in 5GMM_CONNECTED mode needs more system work based on CT1 LS feedback.
1.2.3
Buffering and Notifications
In order to handle variable and high initial latency for messages to a UE that is unreachable data has to be buffered or notifications are used to make the originator of messages aware of when the UE is reachable, or both can be used in combination. Whether the buffering occurs in the CN or RAN part of the system is of no interest to an external entity.
For messages originating within the network (e.g. signalling from the AMF), then it is likely that some kind of notifications will be used, as typically there is no buffering on the route to the UE the message will take (i.e. signalling from the AMF does not pass through the UPF or SMF). The use of notifications allows the source entity to control when aspects like the NAS Timers are started. If data buffering does occur on the route to the UE, e.g. buffering in RAN, then this adds back in the variable and potentially high latency, which will need to be taken into account by the NAS Timers. Alternatively the RAN could indicate some additional delay time before sending data to the UE, which could be taken into account for aspects like the NAS Timers. Depending upon whether the NAS timers are MM or SM related, the RAN indication of additional delay may need to be passed to multiple entities with the network.

For message originating outside the network (e.g. user data), then we need to consider what is expected of the system and what services could be provided. Consider the following requests from an external entity:

-
Please deliver this data whenever you can, the lifetime of the data is not important, and please let me know how it goes.

-
Please deliver this data as soon as you can, it has a limited lifetime, and please let me know how it goes.

-
Please tell me when I can communicate with the device, I have data to send that has a limited lifetime, or I want to prepare it with the latest information I have.
In order to support these cases, whoever is buffering the data will need to provide feedback which can subsequently be sent to the external entity, similar to the buffering in RAN approach that could be used for network originated messages.
For the 3rd case then feedback about expected (e.g. paging occasion coming up) and actual (UE has entered RRC_CONNECTED) reachable needs to be communicated to the external entity.
It is desirable to handle both the notifications for internal or external sourced data in the same way. Using different mechanisms to achieve the same result (i.e. the message can’t be delivered until time X) adds unnecessary complication, when one mechanism can achieve the desired result.

RRC_INACTIVE would need to provide messaging from RAN to the CN to allow the CN to update external entities about when the UE enters RRC_CONNECTED. In addition events for upcoming reachability (e.g. due to paging occasions) need to be generated for an external entity, which could either be triggered by RAN sending messages to the CN for upcoming paging events, or the CN being provided with chosen eDRX cycle information and therefore tracking the paging occasions, in addition to RAN. In either case this would mean enhancements for the existing RRC_INACTIVE procedures.

As one of the main tenets of RRC_INACTIVE is that the CN believes that the UE is in CONNECTED, and therefore there is no initial communication latency/no extra signalling between RAN can CN, it cannot really be considered RRC_INACTIVE and is just 5GS CIoT UP Optimisation, by another name.

1.2.4 
Choosing between eDRX and MICO mode
The application outside of 3GPP has some influence over the initial latency it is willing to accept, and based on this and other potential network policies, the network chooses whether to use eDRX or MICO mode. The trade-off between eDRX and its interval, and MICO mode and the Periodic Registration Timer used can be quite complex to achieve the best possible power saving.

For example, taking into account the eDRX interval, Paging Transmission Window, paging occasion interval etc compared with establishing an RRC connection and sending Periodic Registration request, at what latency does it become more efficient to use MICO mode? 
To be able to achieve the best possible result the entity that is performing the calculation needs a lot of information about the UE and network configuration.

If eDRX is used, then RRC_INACTIVE may be provided with the chosen eDRX cycle, so that RAN level paging intervals can be aligned with, or at least not exceed those from the CN. RAN may attempt to align paging occasions to reduce the impact of the UE having to receive both CN and RAN paging. However RAN is free to choose its own intervals and PTWs for DRX configuration in RRC_INACTIVE, this effectively gives RAN the possibility to override the complex calculation performed by the CN to achieve optimal power consumption.
The application function could suggest alternative latency requirements at any time, this coupled with whether buffering in RAN or not is performed, could lead to extra and unrequired signalling to the UE. For example, if the AMF receives new latency requirements, it may choose to update the eDRX interval or Periodic Registration Timer based on them, and this message gets queued for delivery to the UE. Subsequently another change is requested by the application function, before the previous update procedure has completed (e.g. because it is buffered in RAN), therefore a second procedure would need to be required. While a small probability of happening, the window in which it could happen is larger in RRC_INACTIVE based solutions.
1.2.5 
RAN Notification Areas and Registration Areas
While the UE is in CM_CONNECTED it does not perform the Periodic Registration procedures, and if the UE is in RRC_INACTIVE, then it will perform the RAN RNA Update procedure, to allow the RAN to keep track of the area which the UE is in. The RAN RNA Update procedure is done either periodically, based on a configured timer by RAN, or on mobility out of the RAN RNA.
The RAN Notification Area is assigned by RAN and must be contained within the Registration Area assigned by the network. If the Registration Area and the RAN Notification are the same and the assigned Periodic Registration Timer and RAN periodic RNA Update timer are the same then overall the same number of transitions into RRC_CONNECTED will be performed.
However the requirements are that RAN must not have a RAN Notification Area larger than Registration Area, but it may be smaller, and the Periodic Registration Update timer is taken into account when configuring the periodic RNA Update timer.
If there are significate differences between these areas and timers then it may be that the UE will end up using more power than anticipated by the network and depending upon the overall requirements from the application, other mechanisms (.e.g. MICO mode) may have been more appropriate.

Depending upon RAN configuration, RNA update may bring extra power consumption for RRC_INACTIVE.

1.2.6 
Suspension of Bearers in MICO Mode
When a UE is released to IDLE all the resources, e.g. DRB configurations, is released and when the UE moves back to CONNECTED, if those resources are to be used then they have to be re-established. If there is no user data to be transferred then only the signalling bearer needs to be established, the Registration procedure performed and UE returns to idle.
However, on the network side the upcoming UE reachability and entry to RRC_CONNECTED can be used to trigger communication with the UE. This is especially important when MICO mode is used, as until the UE is scheduled to perform the Registration procedure it is not reachable, so any MT data will have to wait until then. There are additional enhancements to the Periodic Registration Timer to enable a regular schedule for reachability added for CIoT in order to maintain a schedule.
Without supporting MICO for RRC_INACTIVE (disabling RRC_INACTIVE if using MICO), the MT data transmission when the UE enters RRC_CONNECTED will cause to re-establish the data radio bearers. This signalling can be expensive, both in terms of time, network resources and power for the UE.
With 5GS CIoT UP optimisations plus MICO, n the resource configuration (e.g. DRB configuration) is maintained, and resumed when entering CM_CONNECTED. This saves time, signalling and power.

MICO mode is not supported for RRC_INACTIVE, therefore this additional optimisation of time, signalling and power optimisation is not available in 5GC. This reduces the competitiveness of 5GC for these types of use cases compared to EPS. 
Overall, current “RRC_INACTIVE” solution does not meet the CIoT objective for battery life 
1.3 
UE complexity

1.3.1 
New Functionality to Support RRC inactive

RRC_INACTIVE is not supported for NB-IoT. At least the following new functionalities will need to be supported in the UE: 
-
Reception of RAN notification area in system information.

System information in NB-IoT is broadcast to all UEs in a cell, regardless of coverage. Therefore any additions to system information can have a high cost for all UEs in the cell. If the cell supports EPC and 5GC, even though the EPC UEs don’t use the information it may be received by them, or delay other system information used by them, potentially causing additional power consumption to legacy UEs:
-
New RAN notification area procedure

-
Monitoring of both CN paging and RAN paging.
The RRC connection Resume / suspend procedure from EPS cannot be reused in the UE. Many aspects need to be changed. Support of RRC INACTIVE will introduce significant additional complexity in the UE.
1.3.2 
Migration Consideration 


IoT devices will need to support both EPS and 5GS for quite some time (migration will take time; IoT devices are often used in roaming scenarios to maximize coverage; some markets may migrate more slowly than others).
As NB-IoT, eMTC and LTE have evolved in Rel-15, there has been some potential confusion about which RAT supports which features. Here we try to summarise the support RRC_INACTIVE and UP Optimisations in general in which RATs in Rel-15.
In RAN, NB-IoT and eMTC based UEs have different signalling messages, i.e. just because a feature is added to eMTC, it is not automatically added to NB-IoT, and vice versa. The signalling and procedures for each has to be independently and actively updated.

	
	NB-IoT
	eMTC

	RRC_INACTIVE
	NO

Independent RRC signalling (ASN.1) has not been updated to 
	Partial
As eMTC and LTE share the same signalling, eMTC has the signalling support for RRC_INACTIVE. The procedures used by eMTC need to be updated.

	UP Optimisations
	YES

Existing solution in use in Rel-13 onwards.
	YES

Existing solution in use in Rel-13 onwards.


Table 1 Support for RRC_INACTIVE and UP Optimisations
The following tables show which features different categories of UE will need to support, if RRC_INACTIVE or UP Optimisations are used in Rel-16.
	
	EPS Only UE
	5GS Only UE
	EPS and 5GS  UE

	eMTC
	UP Optimisations
	RRC_INACTIVE
	UP Optimisations & RRC_INACTIVE

	NB-IoT
	UP Optimisations
	RRC_INACTIVE
	UP Optimisations & RRC_INACTIVE


Table 2 Supported Combinations if RRC_INACTIVE used
	
	EPS Only
	5GS Only
	EPS and 5GS 

	eMTC
	UP Optimisations
	UP Optimisations 
	UP Optimisations

	NB-IoT
	UP Optimisations
	UP Optimisations
	UP Optimisations


Table 3 Supported Combinations if UP Optimisations used
For RRC_INACTIVE (Table 2), then from the UE point of view then there is no difference for the number of features that needed to be supported, all UE types need to support both either RRC_INACTIVE, UP Optimisations or both. In 5GS only RRC_INACTIVE needs to be supported, and EPS only UP optimisations, and if a UE connects to both network types then both features will need to be supported. For eMTC this represents no difference from 5GS support in Rel-15. For NB-IoT it means that if the UE supports both network types, it has the impact of having to support RRC_INACTIVE in addition to UP Optimisations.
For UP Optimisations (Table 3), then for NB-IoT and eMTC no new additional features need to be supported. 
If different RATs can use different optimisations, then it might be possible to reduce the impact (e.g. NB-IoT only supports UP Optimisations for EPC and 5GC, and WB-E-UTRA supports UP Optimisations for EPC and RRC_INACTIVE for 5GC).

Supporting RRC_INACTIVE leads to increased complexity (i.e. higher costs) for IoT devices (have to support both UP optimization and RRC_INACTIVE).
1.4 
Summary

As can be seen, RRC_INACTIVE would need to be enhanced in order to achieve a stable and predictable system (e.g. NAS Timers) and features that an external entity requires to operate. The enhancements take RRC_INACTIVE towards 5GS CIoT UP Optimisations, where the CN knows the state of the UE, when it will be or is reachable and can act accordingly. 
There appears to be less interactions with other features, as the state model in use in the CN for aspects such as reachability, negotiation of power saving is already based on the 2 state model of IDLE and CONNECTED. RRC_INACTIVE introduces a hidden and unnamed 3rd state in the network, that complicates interactions with other features such as power saving, buffing and notifications.

Certainly RRC_INACTIVE could be enhanced, but as there is no clear model for how to do this, it is difficult to conclude, based on the proposals and existing selected solutions in TR 23.724, that anything other than 5GS CIoT UP Optimisations is ready for standardization during the normative phase of 5GS CIoT.
Overall if RRC_INACTIVE can be modified to operate as CIoT 5GS UP Optimisations, but with a different state name associated with the UE being unreachable and slightly less functionality, then the question becomes why use it?
Supporting RRC_INACTIVE leads to increased complexity (i.e. higher costs) for IoT devices (have to support both UP optimization and RRC_INACTIVE considering IoT devices will need to support both EPS and 5GS for quite some time).
2. Proposals
The following proposal is made:
Proposal 1: 5GS UP CIoT Optimisations should be supported for NB-IoT and WB-E-UTRA./
